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DATA-INFORMED DUTIES IN AI DEVELOPMENT

Frank Pasquale*

Law should help direct—and not merely constrain—the development of artificial intelligence (AI). One path to influence is the development of standards of care both supplemented and informed by rigorous regulatory guidance. Such standards are particularly important given the potential for inaccurate and inappropriate data to contaminate machine learning. Firms relying on faulty data can be required to compensate those harmed by that data use—and should be subject to punitive damages when such use is repeated or willful. Regulatory standards for data collection, analysis, use, and stewardship can inform and complement generalist judges. Such regulation will not only provide guidance to industry to help it avoid preventable accidents. It will also assist a judiciary that is increasingly called upon to develop common law in response to legal disputes arising out of the deployment of AI.

INTRODUCTION

Corporations will increasingly attempt to substitute artificial intelligence (AI) and robotics for human labor. This evolution will create novel situations for tort law to address. However, tort will only be one of several types of law at play in the deployment of AI. Regulators will try to forestall problems by developing licensing regimes and product standards. Corporate lawyers will attempt to deflect liability via contractual arrangements. The interplay of tort, contract, and regulation will not

* Piper & Marbury Professor of Law, University of Maryland. I would like to thank the Columbia Law Review staff for careful editing of the piece, as well as those commenting on the piece at the Columbia Law Review Symposium “Common Law for the Age of AI” (Colleen Chien and Olga Russakovsky). I also wish to thank attendees at the University of Melbourne’s “Digital Citizen” conference and participants in a workshop at Data & Society entitled “Algorithms on the Shop Floor.” I am particularly grateful to Taylor M. Cruz, Madeleine Elish, and Emanuel Moss for their comments at the Data & Society Workshop. Colleagues at the University of Maryland have also been generous with their time and expertise. Responsibility for errors or omissions, of course, rests with me.


2. This is already a common practice in the digital economy. See, e.g., Timothy J. Calloway, Cloud Computing, Clickwrap Agreements, and Limitation on Liability Clauses: A Perfect Storm?, 11 Duke L. & Tech. Rev. 163, 173 (2012) (describing a proliferation of limitation of liability clauses); Aaron T. Chiu, Note, Irrationally Bound: Terms of Use...
just allocate responsibility ex post, spreading the costs of accidents among those developing and deploying AI, their insurers, and those they harm. This matrix of legal rules will also deeply influence the development of AI, including the industrial organization of firms, and capital’s and labor’s relative share of productivity and knowledge gains.

Despite these ongoing efforts to anticipate the risks of innovation, there is grave danger that AI will become one more tool for deflecting liability, like the shell companies that now obscure and absorb the blame for much commercial malfeasance. The perfect technology of irresponsible profit would be a robot capable of earning funds for a firm, while taking on the regulatory, compliance, and legal burden traditionally shouldered by the firm itself. Any proposal to grant AI “personhood” should be considered in this light. Moreover, both judges and regulators should begin to draw red lines of responsibility and attribution now, while the technology is still nascent.

3. As leading AI ethics expert Joanna Bryson has explained:

Many of the problems we have in the world today come from people trying to evade the accountability of democracies and regulatory bodies. And AI would be the ultimate shell company. If AI is human-like, the argument goes, then you can use human justice on it. But that’s just false. You can’t even use human justice against shell companies. And there’s no way to build AI that can actually care about avoiding corruption or obeying the law. So it would be a complete mistake—a huge legal, moral and political hazard—to grant rights to AI.


4. See Joanna J. Bryson, Mihailis E. Diamantis & Thomas D. Grant, Of, for, and by the People: The Legal Lacuna of Synthetic Persons, 25 Artificial Intelligence & L. 273, 273 (2017) (“We review the utility and history of legal fictions of personhood, discussing salient precedents where such fictions resulted in abuse or incoherence. We conclude that difficulties in holding ‘electronic persons’ accountable when they violate the rights of others outweigh the . . . moral interests that AI legal personhood might protect.”).

5. Some may argue it is already too late, thanks to the power of leading firms in the AI space. However, there have been many recent efforts to understand and curb the worst effects of such firms. The U.S. government has demonstrated an interest in keeping large tech companies in line. For example, Facebook is currently facing a $5 billion fine from the FTC, a $100 million fine from the SEC, and an FTC antitrust investigation. Ian Sherr,
It may seem difficult to draw such red lines, because both journalists and technologists can present AI as a technological development that exceeds the control or understanding of those developing it. However, the suite of statistical methods at the core of technologies now hailed as AI has undergone evolution, not revolution. Large new sources of data have enhanced its scope of application, as well as technologists’ ambitions. But the same types of doctrines applied to computational sensing, prediction, and actuation in the past can also inform the near future of AI advance.

A company deploying AI can fail in many of the same ways as a firm using older, less avant-garde machines or software. This Essay focuses on one particular type of failing that can lead to harm: the use of inaccurate or inappropriate data in training sets for machine learning. Firms using faulty data can be required to compensate those harmed by that data use—and should be subject to punitive damages when such faulty data


9. Notable recent U.S. work in this vein includes Bryan Casey, Robot Ipsa Loquitur, Geo. L.J. (forthcoming 2019) (manuscript at 8–11), https://ssrn.com/abstract=3327673 (on file with the Columbia Law Review) (arguing that extant forms of liability should apply to robotics and thus many of the forms of AI that comprise the information processing of such robotics and can address many of the problems posed by such technology).
collection, analysis, and use is repeated or willful. Skeptics may worry that judges and juries are ill-equipped to make determinations about appropriate data collection, analysis, and use. However, they need not act alone—regulation of data collection, analysis, and use already exists in other contexts.10 Such regulation not only provides guidance to industry to help it avoid preventable accidents and other torts. It also assists judges assessing standards of care for the deployment of emerging technologies. The interplay of federal regulation of health data with state tort suits for breach of confidentiality is instructive here: Egregious failures by firms can not only spark tort liability but also catalyze commitments to regulation to prevent the problems that sparked that liability, which in turn should promote progress toward higher standards of care.11

Preserving the complementarity of tort law and regulation in this way (rather than opting to radically diminish the role of either of these modalities of social order, as premature preemption or deregulation might do) is wise for several reasons. First, this hybrid model expands opportunities for those harmed by new technologies to demand accountability.12 Second, the political economy of automation will only fairly distribute expertise and power if law and policy create ongoing incentives for individuals to both understand and control the AI supply chain and AI’s implementation. Judges, lawmakers, and advocates must avoid developing legal and regulatory systems that merely deflect responsibility, rather than cultivate it, lest large firms exploit well-established power imbalances to burden consumers and workers with predictable harms arising out of faulty data.

I. PROBLEMS CAUSED BY INACCURATE AND INAPPROPRIATE DATA

At its best, tort law rectifies wrongs (retrospectively) and enables persons to better plan their lives (prospectively).13 This Part discusses some classic wrongs addressed by tort law and how the rise of AI, including the rhetoric surrounding it, may unnecessarily complicate adjudication arising out of them. To clarify some critical issues of duty and causation, litigants and courts should begin to focus on questions of inaccurate and inappropriate data, given the importance of data to the development of AI.

The duties of care prescribed by tort are reassuring aspects of a just social order. If a person is injured in a car accident by a negligent driver, courts should ensure some compensatory (and potentially punitive) damages payable by the tortfeasor (or their insurer) to ensure, as well as

10. See infra Part II.
11. See infra Part II.
possible, that the plaintiff is returned to the state of financial and physical health they would have enjoyed before the accident.\textsuperscript{14} In the medical context, malpractice law is designed to give patients reassurance that if their physician falls below a standard of care, a penalty will be imposed and some portion of it dedicated to the recovery of the patient.\textsuperscript{15}

The machines used by drivers and doctors are also subject to forms of tort liability: for example, in case they are negligently manufactured or defective by design.\textsuperscript{16} These doctrines should have renewed relevance as new technologies of diagnosis and prediction arise in both general and specialty medical care. While AI applications promise many advances, they also create new risks.

Consider the rise of clinical decision support software for dermatologists. As the \textit{Atlantic} recently reported, “A study that tested machine-learning software in dermatology, conducted by a group of researchers primarily out of Germany, found that ‘deep-learning convolutional neural networks,’ or CNN, detected potentially cancerous skin lesions better than the 58 dermatologists included in the study group.”\textsuperscript{17} To the extent such AI is continually validated, it may well become part of the standard of care for many tasks now performed by physicians.\textsuperscript{18} However, the mere fact that a technology is better \textit{in general} does not mean that it is optimal for all cases. In the case of facial recognition, there is a well-documented failure of AI systems to recognize the faces of persons of color, relative to its ability to recognize white persons’ faces.\textsuperscript{19} Many scholars have raised similar concerns with respect to racial disparities in health care in the

\begin{thebibliography}{99}
\bibitem{15} Alex Stein, Toward a Theory of Medical Malpractice, 97 Iowa L. Rev. 1201, 1203, 1209 (2012) (“Under the prevalent doctrine, a doctor commits malpractice when he treats a patient in a way that deviates from the norms established by the medical profession. The applicable norms flow from the accepted, or customary, medical practice: the ways in which similarly situated medical practitioners treat patients.”). I introduce the topic with examples from transport and health in part because these fields are among the most affected, or likely to be affected, by advances in AI.
\bibitem{16} See, e.g., Adams v. Toyota Motor Corp., 867 F.3d 903, 917 (8th Cir. 2017) (concluding that the evidence supported a jury verdict finding the manufacturer liable for deaths and injuries of persons involved in the collision in family members’ products liability action based on a design defect).
\end{thebibliography}
United States. Physicians and computer scientists are already concerned that skin anomaly–detecting software may fail to work for African Americans and other minority groups in the United States as well as it does for white patients.

Such problems are not new. In many cases, AI is little more than a better-marketed form of statistics, and consulting statistics has long been a part of medical practice. AI is but one of many steps taken over the past two decades to modernize medicine with a more extensive evidence base. Commentators have seized on predictive analytics, big data, artificial intelligence, machine learning, and deep learning as master metaphors for optimizing system performance. Thus literature on each of these areas can illuminate the path forward for identifying problematic data in AI. Moreover, an emerging literature on the limits of AI (including lack of reproducibility, narrow validity, overblown claims, and opaque data) should also inform legal standards.


21. Adewole S. Adamson & Avery Smith, Machine Learning and Health Care Disparities in Dermatology, 154 JAMA Dermatology 1247, 1247 (2018). A cognate problem has arisen in genomics. See Eric Topol & Kai Fu Lee, It Takes a Planet, 37 Nature Biotechnology 858, 859 (2019) (“AI algorithmic development and validation requires diverse and massive datasets. There is little evidence for saturation but plenty of examples of misleading outputs when the data inputs are limited or venue specific.”).


A. **Inaccurate Data**

In 2012, law professor Sharona Hoffman and computer scientist Andy Podgurski analyzed some common problems in then-emerging uses of big data in healthcare.\(^\text{26}\) A great deal of the data that is now set to inform AI applications in healthcare is “generally observational, not experimental, and hence treatments and exposures are not assigned randomly. This makes it much more difficult to ensure that causal inferences are not distorted by systematic biases.”\(^\text{27}\) Dr. Dhruv Kullar gives a good example of the dangers of these dynamics:

In medicine, unchecked A.I. could create self-fulfilling prophesies that confirm our preexisting biases, especially when used for conditions with complex trade-offs and high degrees of uncertainty. If, for example, poorer patients do worse after organ transplantation or after receiving chemotherapy for end-stage cancer, machine learning algorithms may conclude such patients are less likely to benefit from further treatment—and recommend against it.\(^\text{28}\)

There are several problems with basing treatment on socioeconomic status. A skilled medical practitioner should be interested in why poorer patients are doing worse, not simply that they are.\(^\text{29}\) Perhaps they have a harder time accessing follow-up care or healthy food. The proper response in that case is not to allow poverty to reduce the priority of a patient for a transplant. Rather, it is to invest in transportation, nutritional advice and subsidies, and other social supports that will promote a more

---

\(^\text{26}\) Sharona Hoffman & Andy Podgurski, Big Bad Data: Law, Public Health, and Biomedical Databases, 41 J.L. Med. & Ethics (Spring Supp.) 56, 56 (2013).

\(^\text{27}\) Id. at 57.


\(^\text{29}\) As Hoffman and Podgurski put it:

Confounding bias is a systematic error that occurs because there exists a common cause of the treatment/exposure variable and the outcome variable. For example, socioeconomic factors may be confounders because low income may cause individuals to choose sub-optimal, inexpensive treatments and may also separately lead to deteriorated health because of stress or poor nutrition. A failure to account for socioeconomic status may thus skew study results.

Hoffman & Podgurski, supra note 26, at 58 (footnote omitted).
The main problem with the example Khullar gives is that poverty itself is not a direct cause of the bad medical outcomes. Rather, there are intervening causes. AI scholars have long addressed this problem. For example, Judea Pearl and Dana MacKenzie have insisted that a knowledge of causation—how an alleged effect generates a cause—is crucial to genuine advances in AI.

Moreover, even if it turns out that, ceteris paribus, poorer individuals simply do not do as well as others after transplants (surviving a shorter period of time, or with worse comorbidities and sequelae of the procedure), that fact alone would not dictate any particular change in their priority for organ transplantation. Society may decide that a thoroughgoing equality of access is the proper baseline for access to scarce organs, even if such allocation rules fail to maximize quality-adjusted life years (QALYs) or similar outcome metrics.

Hoffman and Podgurski also point out the inadequacies of some data, especially those captured on the fly by doctors and nurses who already have more than enough to do on their shifts. Electronic health record (EHR) systems may use different abbreviations: “Different systems may use different terminology to mean the same thing or the same terminology to mean different things. For example, the abbreviation ‘MS’ can mean ‘mitral stenosis,’ ‘multiple sclerosis,’ ‘morphine sulfate,’ or ‘magnesium sulfate.’” At present, the job of correcting (or throwing out) bad data, as well as related tasks of semantic harmonization and standardization, is often treated as secondary or menial. But at a certain level of prevalence, such errors could be disastrous. Researchers must take into account measurement biases, which “are generated by errors in measurement and data collection resulting from faulty equipment or software or from human error.” Data are always socially shaped.

---

30. See, e.g., Mary Simmerling, Beyond Scarcity: Poverty as a Contraindication for Organ Transplantation, 9 AMA J. Ethics 441, 442–44 (2007) (examining the financial burdens of post-transplant medications on the uninsured, the underinsured, and the poor).
31. See Khullar, supra note 28.
34. Hoffman & Podgurski, supra note 26, at 57.
35. Id. at 57.
37. Hoffman & Podgurski, supra note 26, at 58.
avoid troubling outcomes downstream, law must incentivize health care providers to ensure that data providers take the time and effort necessary to address well-known biases and shortcomings of data.

In the case of automobiles, similar problems may emerge. There may be certain individuals that a collision avoidance detection system is less likely to identify as persons. Operators of autonomous cars may deploy humans as a backup, to ensure the data a car is reacting to are accurate, but even such a failsafe may itself be blameworthy if improperly applied. Human–computer interaction research has revealed that such “backup” roles are notoriously difficult to perform well, particularly in contexts in which attention is only required rarely and sporadically.

B. Inappropriate Data

While earlier versions of AI, such as expert systems, were primarily rules based, data drives modern machine learning. As recent controversies over predictive policing have shown, data can be unfairly unrepresentative: If minority neighborhoods have been overpoliced in the past, more crime will have been found in them than would be found in other neighborhoods, ceteris paribus. Similarly, a firm that primarily hired


40. See, e.g., David A. Mindell, Our Robots, Ourselves 201–02 (2015) (describing the difficulties and failures associated with human operators serving as a backup in the event of failures by AI-driven systems such as autonomous vehicles); Madeleine Clare Elish, Moral Crumple Zones: Cautionary Tales in Human-Robot Interaction, 5 Engaging Sci., Tech., & Soc’y 40, 52–55 (2019) (noting the difficulty of distributing responsibility and agency between a self-driving car and its safety driver).


42. See Angèle Cristin, Predictive Algorithms and Criminal Sentencing, *in The Decisionist Imagination: Sovereignty, Social Science, and Democracy in the 20th Century* 272, 279–80 (2019) (“When predictive algorithms identify ‘hot spot’ crime zones (usually low-income African American neighborhoods), policemen are more likely to patrol in these neighborhoods and arrest people who will later be convicted. . . . This data will later be entered into the algorithm, thus producing a feedback loop.”).
male managers in the past may end up developing AI hiring mechanisms that correlate success with gender, as opposed to actual job performance.  

Activists and authors are now exposing numerous examples of problematic data sets. For example, Caroline Criado Perez has explained how data sets often do not adequately represent women, with very troubling results. In too much medical research and pedagogy, for instance, maleness is assumed as a default. As Perez asks, “There are still vast medical gender data gaps to be filled in, but the past twenty years have demonstrably proven that women are not just smaller men: male and female bodies differ down to a cellular level. So why aren’t we teaching this?”

Data may also be illegally obtained and therefore inappropriate for use. For example, an AI hiring algorithm might incorporate breached medical records that help it predict an applicant’s health issues. Even if such health issues would impair the applicant’s job performance, this data use is suspect. Thanks to trade secrecy, it may be difficult to detect or litigate. Nevertheless, litigants are becoming increasingly sophisticated at unearthing the true bases of decisionmaking, and no firm should be entitled to hide the use of illegally obtained data.


44. See generally Caroline Criado Perez, Invisible Women: Data Bias in a World Designed for Men (2019) (examining the “gender data gap”).

45. Id. at 199.


47. Concededly, the Supreme Court has offered a First Amendment imprimatur for reuse of illegally obtained information in some contexts. See, e.g., Bartnicki v. Vopper, 532 U.S. 514, 517–18 (2001) (finding the First Amendment protects “speech that discloses the contents of an illegally interrupted communication”). However, that defense is conditioned on a “public interest” finding, id. at 540 (Breyer, J., concurring), and secret categorization or ranking of applicants should not qualify. See Frank Pasquale, Reforming the Law of Reputation, 47 Loy. U. Chi. L.J. 515, 529–30 (2015) (discussing the limits of Bartnicki).
Finally, certain inferences can become data that are extraordinarily suspect. Consider, for instance, the rise of efforts to correlate persons’ facial features and voices with illness, risk, or aptitude. Machine learning researchers have stirred controversy by claiming that our faces may reveal our sexual orientation and intelligence. Using a database of prisoners’ faces, some have even developed stereotypes of criminal features, reprising long-discredited physiognomy and phrenology. A firm has claimed that it can deploy facial recognition to spot pedophiles and terrorists. These inferences are deeply troubling. When such methods of pattern recognition are used to classify persons, they overstep a fundamental boundary between objective analysis and moral judgment. And when such moral judgments are made, persons categorized by the judgements deserve a chance to understand and contest them.

When a data set is not representative of the group it is used to classify, any results based on it should be clearly qualified. For example, a machine learning classifier may properly be said to succeed in classifying some percentage of faces in its data set in certain ways. But it should not be deployed as a potential classifier for all persons unless and until we have some sense of how the training set maps to the full set of persons it ostensibly classifies. As Dan McQuillan warns, machine learning often makes powerful predictions, “prompting comparisons with science. But rather than being universal and objective, it produces knowledge that is irrevocably entangled with specific computational mechanisms and the data used for training.” Both lawmakers and policymakers should hold users of such data sets responsible for making predictable errors based


50. Sam Biddle, Troubling Study Says Artificial Intelligence Can Predict Who Will Be Criminals Based on Facial Features, The Intercept (Nov. 18, 2016), https://theintercept.com/2016/11/18/troubling-study-says-artificial-intelligence-can-predict-who-will-be-criminals-based-on-facial-features/ [https://perma.cc/X3SN-QAEU]. It was later suggested that the sources of images used for the study may have been a key factor explaining its results. @davidjayharris, Twitter (Mar. 7, 2019), https://twitter.com/davidjayharris/status/1103636069180995357 [https://perma.cc/AKD5-TGPT].


on defective data sets, particularly if they fail to disclose the limitations of the data used.

II. COMPLEMENTARY TORT AND REGULATORY REGIMES

Tort law has evolved to handle the changing risks and affordances of new technologies. However, judges alone cannot adequately respond to the new challenges posed by AI. Objective sources of information on best practices in data science are necessary as well. Expert agencies are particularly well positioned to analyze and articulate emerging industry standards, which should inform judicial determinations of standards of care. This Part describes emerging doctrinal and regulatory approaches that suggest data-driven duties for the developers of artificial intelligence. This type of data stewardship serves two purposes: ex ante, to ensure that the training data for machine learning adequately reflects the domain it governs or affects, and ex post, to detect anomalies and remedy them before they cause great harm. Developing and maintaining these duties will be crucial to promoting just and humane advances in AI.

As Professors Dan Dobbs, Paul Hayden, and Ellen Bublick explain, “A tort is conduct that constitutes a legal wrong and causes harm for which courts will impose civil liability.” Negligence, vicarious liability, strict liability, and product liability regimes all may be relevant to future torts attributable to AI. In the realm of negligence, the plaintiff generally must prove that the defendant caused the plaintiff’s injury, owed a duty of care to the plaintiff, and breached that duty. There are also diverse vicarious liability doctrines, each hinging on factors that include the degree of control an entity has over the direct cause of harm.

54. Cf. Kristin Madison, Health Regulators as Data Stewards, 92 N.C. L. Rev. 1605, 1607–09 (2014) (arguing that regulators, as data stewards, bear a duty to serve as both an aggregator and editor of big health care data in order to ensure both the integrity of data collection and informed, continuous evaluation of regulation).
55. Dan B. Dobbs, Paul T. Hayden & Ellen Bublick, Hornbook on Torts 3 (2d ed. 2016). This basic tort definition is consistent even in civil law countries around the world. See, e.g., Principles of European Tort Law: Text and Commentary tit. 1, art. 1:101 (Eur. Grp. on Tort Law 2005) (“Basic Norm (1) A person to whom damage to another is legally attributed is liable to compensate that damage.”); Tort Law of the People’s Republic of China, Ministry of Commerce of China (Dec. 26, 2009), http://english.mofcom.gov.cn/article/policyrelease/Businessregulations/201312/2013120432451.shtml [https://perma.cc/5LMK-YLDC] (“Those who infringe on civil rights and interests shall be subject to tort liability according to this Law.”).
56. For a useful typology of torts, see the table of contents of Dobbs et al., supra note 55, at xi–xxx.
services become more complex, one of the most promising developments in tort law is corporate liability for failure to maintain adequate safety standards.

For example, in one of the leading cases in medical corporate liability, *Thompson v. Nason Hospital*, the Pennsylvania Supreme Court did not allow the responsibility for a bad outcome to dissolve into a mist of contractual relationships among a hospital, its staff, doctors, and the manufacturers of devices that its doctors and staff used.\textsuperscript{59} Rather, the *Thompson* court articulated a general duty of a hospital “to ensure the patient’s safety and well-being while at the hospital.”\textsuperscript{60} The court went on to articulate four nonexhaustive dimensions of this general duty to protect safety and well-being:

1. a duty to use reasonable care in the maintenance of safe and adequate facilities and equipment;
2. a duty to select and retain only competent physicians;
3. a duty to oversee all persons who practice medicine within its walls as to patient care; and
4. a duty to formulate, adopt and enforce adequate rules and policies to ensure quality care for the patients.\textsuperscript{61}

This standard of corporate negligence has much to offer outside of the healthcare setting. One classic theoretical foundation of health law as a distinctive field is the great difference between ordinary consumer markets, on the one hand, and the healthcare field, where information asymmetries and power differentials routinely arise between patients and healthcare providers, on the other.\textsuperscript{62} The rise of software and cyber-physical

\textsuperscript{59} 591 A.2d 703, 709 (Pa. 1991).
\textsuperscript{60} Id. at 707.
\textsuperscript{61} Id. (citations omitted).
\textsuperscript{62} As Donald Cohodes argues, medical care can be differentiated from “most other products” in six general ways:

1. \textit{Demand for health}. Medical care services are not purchased from any desire for such services in themselves . . . [but instead are] derived from the “demand” for good health.
2. \textit{Medical care and health}. Medical care is only one determinant of health status, and for most people at most times it is not even a very important determinant. . . .
3. \textit{Risk}. The need for medical care is unpredictable, requiring expenditures that are irregular and of uncertain magnitude.
4. \textit{Immediacy}. The need for medical care is often immediate, allowing little time for shopping around and seeking advice or alternatives.
5. \textit{Lack of Information}. Consumers are usually ignorant of their medical care needs. They cannot possibly obtain the knowledge and training to diagnose their own medical care needs . . . .
6. \textit{Uncertainty}. Physicians, though highly trained and better able to diagnose needs and prescribed treatment, also are often uncertain about the appropriate services to provide.

systems portends a similar increase in complexity, power differentials, and information asymmetry reminiscent of the highly scientific and professionalized medical milieu.63 Doctrines and approaches developed in the medical setting have already been proposed for other aspects of data governance. For example, health privacy law can serve as a model for the regulation of other data.64 Jack Balkin and Jonathan Zittrain have proposed that a law of fiduciary duties, itself heavily reliant on the model of doctors’ duties to patients, should bind large technology firms with respect to their treatment of data collected from users.65

Thompson has been cited many times, and its factors helpfully articulate theories of liability.66 An elaboration of the corporate negligence standard in a complex environment can illuminate the roles and responsibilities of the developers of artificial intelligence. For example, the first duty (to use reasonable care in the maintenance of safe facilities and equipment) suggests a similar obligation to exercise due care in the selection of sources of data. Thompson also reflects in law the conclusions of a larger quality-improvement movement: that it is less important to find particular persons to blame in the case of accidents, than to identify malfunctioning sociotechnical systems of human–computer interaction.67

The third Thompson factor, regarding adequate supervision, also raises important questions in the context of automation developed in corporate labs and its testing outside of controlled settings. Surveillance techniques are widespread and well-developed.68 Such technology could


66. As of March 15, 2019, Thompson v. Nason Hospital, 591 A.2d 703 (Pa. 1991), has been cited in 198 cases and 273 secondary sources on Westlaw Edge.

67. Lucian L. Leape, Error in Medicine, 272 JAMA 1851, 1853 (1994) (describing the importance of system-level analysis in attribution of blame and prevention of future harms).

help reduce bias in data collection and promote vigilance among those tasked with overseeing the deployment of AI in sensitive settings. On the other hand, privacy activists may raise concerns if the common law of tort promotes excessive surveillance of workers.69 Once again, the health care industry has been at the forefront, developing balanced frameworks for the inclusion of surveillance technology in workplaces in which human life is routinely at risk.70

III. REGULATORY STANDARDS FOR DATA USE AND REPORTING

If a large proportion of cases involving AI went to trial, reported opinions would serve as a prominent source of guidance for AI vendors and users concerned about safety and effectiveness. However, we can expect that here, as with data security, the prevalence of settlements of disputes will frustrate such evolutionary clarification of duties.71 In this vacuum, regulators should play a vital role in setting (or at least informing)


71. See William McGeveran, The Duty of Data Security, 103 Minn. L. Rev. 1135, 1144 (2019) (“There are numerous lawsuits about data security, which raise claims under tort, contract, or consumer protection law, among other theories. Courts considering these cases offer hardly any insight into the content of the duty of data security, however, because they almost never reach the merits.” (footnote omitted)); cf. Owen M. Fiss, Against Settlement, 93 Yale L.J. 1073, 1075, 1078–85 (1984) (complaining of the problems caused by this avoidance). Instead, in the data security context, the Federal Trade Commission has taken the lead. See Woodrow Hartzog and Daniel J. Solove, The FTC and the New Common Law of Privacy, 114 Colum. L. Rev. 583, 585–86 (2014) (“Despite over fifteen years of FTC enforcement, there are hardly any judicial decisions to show for it. The cases have nearly all resulted in settlement agreements. . . . Thus, in practice, FTC privacy jurisprudence has become the broadest and most influential regulating force on information privacy in the United States . . . .”).
standards. Though the current Congress is unlikely to establish a new agency, existing statutory authorities already grant extant agencies the power to gather, analyze, and disseminate data that would aid courts’ assessments of the proper standard of care in disputes related to AI-informed and AI-performed services. Some of these agencies have also established standards that have informed tort cases in data-related fields, such as privacy law.

A. Ensuring the Integrity of Inputs

One purpose of the Health Insurance Portability and Accountability Act’s (HIPAA) security requirements is to protect data from hackers or other corrupting influences. A logical extension of this duty is for agencies to set standards for AI vendors and users to verify the quality and accuracy of the data they use. These standards may start at an elementary level. For example, HIPAA best practices dictate that a covered entity both record any source of data it receives and record its transfer of data to other covered entities or business associates. Those recipients of data must in turn do the same. This creates a set of links that makes it easier to trace and then minimize the impact of inaccurate, unrepresentative, unverifiable data.

---


74. See infra sections III.A–B.

75. See Frank Pasquale, Redescribing Health Privacy: The Importance of Information Policy, 14 Hous. J. Health L. & Pol’y 95, 105–69 (2014) (describing the range of security measures prescribed by HIPAA).


78. See Becker, supra note 77 (discussing best practices for improving data security); Office for Civil Rights, supra note 77 (setting out requirements for minimum data sharing).
or otherwise compromised data.\textsuperscript{79} Similar standards should inform the stewardship of data used for machine learning and AI. Federal standards for data protection may, in turn, become part of the standard of care for torts like breach of medical confidentiality.\textsuperscript{80}

For a concrete example of why such practices matter, consider how voice recognition software may be more or less accurate with respect to persons with different voices or accents.\textsuperscript{81} As of 2020, databases may have a certain level of inclusiveness;\textsuperscript{82} by 2025, this is likely to have improved markedly.\textsuperscript{83} An AI vendor using the 2020 database in 2025 for mission-critical applications may rightly be faulted for failing to update in light of new knowledge about the limitations of the database. But we would not even know where to look for such a problem if the source of the firm’s data was not recorded adequately.\textsuperscript{84}

\textsuperscript{79} See Woodrow Hartzog, Chain Link Confidentiality, 46 Ga. L. Rev. 657, 677 (2012) (“The HIPAA Privacy Rules provide that, although only covered entities such as healthcare providers are bound to confidentiality, these entities may not disclose information to their business associates without executing a written contract that places the business associate under the same confidentiality requirements as the healthcare providers.”). These protections have been strengthened even further by the Health Information Technology for Economic and Clinical Health Act (HITECH) (and the HIPAA Omnibus Rule of 2013), which impose statutory and regulatory duties on business associates and even their downstream contractors. See Frank Pasquale & Tara Adams Ragone, Protecting Health Privacy in an Era of Big Data Processing and Cloud Computing, 17 Stan. Tech. L. Rev. 595, 609–15 (2014) (describing these duties).


\textsuperscript{83} See Paul, supra note 81; Wiggers, supra note 82.

\textsuperscript{84} This is not a mere hypothetical; I recently had to take to Twitter to learn where the voices for a Google Assistant feature (Duplex) came from. The source was not clearly labeled on the corporate website trumpeting the feature.
Such standards will be resisted. AI vendors will likely push for another approach, simply disclosing potential problems with their data in advance in disclaimers.\textsuperscript{85} Perhaps it is the responsibility of the person using the AI, rather than the vendor of AI, to correct for error-prone data-sets. However, courts may also find ample precedent for holding vendors responsible. For example, in lawsuits over food poisoning, consumers’ “reasonable expectation” of purity and appropriateness of ingredients has been recognized.\textsuperscript{86}

Some AI-driven devices may also need to be subjected to the certification and testing now applied (albeit minimally) to electronic health records.\textsuperscript{87} Thanks to the HITECH Act of 2009, the Department of Health and Human Services must assure that EHRs meet basic functionality requirements.\textsuperscript{88} Failures of EHR vendors to comply with federal health standards have already led to litigation.\textsuperscript{89} Given the False Claims Act’s

\textsuperscript{85} For entertaining examples of the rhetoric one can expect, see Chris Jay Hoofnagle, Denialists’ Deck of Cards: An Illustrated Taxonomy of Rhetoric Used to Frustrate Consumer Protection Efforts (Feb. 9, 2007) (unpublished manuscript), https://ssrn.com/abstract=962462 (on file with the Columbia Law Review) (illustrating “a taxonomy of arguments used in denialism” by using “a deck of playing cards to make it more interesting and to emphasize that denialists are engaged in a predictable game to ‘do little and delay.’”).

\textsuperscript{86} See Gail Kachadurian McCallion, Note, From the Source to the Mouth: What Can You Reasonably Expect to Find in Your Food?, 5 Fordham Envtl. L.J. 189, 212 (1993) (“The reasonable expectation test asserts that regardless of whether a substance in a food product is natural to an ingredient, liability will lie for injuries caused by the substance where the consumer of the product would not have reasonably expected to find the substance in the product.”); see also Richard E. Kaye, Foreign Substance in Food or Beverage, 124 Am. Jur. Proof Facts 3d 91, § 2 (2018) (citing Restatement (Third) of Torts: Prod. Liab. § 7 (Am. Law Inst. 1998)).

\textsuperscript{87} See, e.g., ONC—Authorized Testing Laboratories (ONC-ATLs), HealthIT.gov (Sept. 24, 2018), https://www.healthit.gov/node/95011 (listing the five Authorized Testing Laboratories “accredited by NVLAP and authorized by ONC to test Health IT Modules under the ONC Health IT Certification Program”).

\textsuperscript{88} Health Information Technology Standards, 45 C.F.R. §§ 170.202–170.210 (2019) (providing a detailed set of standards for the use and storage of electronic health information including, for example, encryption and hashing algorithm requirements).

(FCA) role in assuring that healthcare providers are treating patients with valid and effective forms of care, this form of liability should be a bellwether specifically for AI vendors contracting with governmental authorities. Consumer protection authorities should also take note.

B. Ensuring the Transparency of Outputs

Health regulators have long considered data stewardship a critical role under their statutory mandate. When the federal government began funding EHRs in earnest in 2011, it not only demanded certain basic recordkeeping but also set providers on an ambitious path toward “meaningful use” of information technology—including potentially AI-driven tools like clinical decision support. In 2015, Congress promoted interoperability in the Medicare Access and CHIP Reauthorization Act (MACRA). This drive for interoperability continues to this day, as the Office for the National Coordinator of Health Information Technology and the Centers for Medicare and Medicaid Services have recently announced rulemakings designed to help promote data liquidity.

One key rationale for interoperability is supporting the massive disclosure and reporting requirements mandated pursuant to healthcare finance reforms (covering Advanced Payment Models (APMs) such as Accountable Care Organizations (ACOs), as well as readmissions penalties and bundled payments). It may be very difficult for networks like

https://www.hcinnovationgroup.com/clinical-it/news/13029475/1-billion-class-action-lawsuit-filed-against-eclinicalworks [https://perma.cc/EKR7-KPKJ] (“The class action lawsuit alleges ECW falsely represented to its certifying bodies that its software complied with the requirements for certification and the payment of incentives under the MU program, and therefore, caused its users to falsely attest to using a certified EHR technology.”).

90. See generally Madison, supra note 54, at 1607–28 (discussing ways the federal government has taken on “the responsibility for protecting the integrity and confidentiality of data” in the health care sector).


ACOs to accurately report on quality standards without a common infrastructure of EHRs that can aggregate data on key performance indicators and benchmarks. A common indicator of nosocomial infection, for instance, may be critical to ensuring the integrity of performance assessment.

AI applications are already playing a role in promoting health-related interventions and should be subject to similar performance assessments. For example, as Natasha Singer has reported, Facebook has deployed an algorithm to flag users that may be so suicidal that police should be called by Facebook employees to intervene. Mason Marks has documented numerous other examples of “social suicide prediction” programs, which use machine learning to generate risk scores for individuals. There are long-term risks to privacy and autonomy that such scores could create—for example, if unregulated and shared beyond their source, they may affect the marketing a person experiences, or even job or insurance opportunities.

They also raise important concerns about immediate risks to safety caused by false positives. What are the stigmatic concerns raised by being falsely accused of extreme suicidality, or of a suicide attempt? What do first responders think of the interventions they have been prompted to carry out? Ensuring that there are standard ways of reporting positive and negative interventions here could help policymakers better determine which AI to fund in this critical area. It could also nip in the bud problematic interventions, like the Samaritans’ Radar App, which shut

---

95. On the role of such indicators and benchmarks in AI-driven medical practice, see Frank Pasquale, Professional Judgment in an Era of Artificial Intelligence and Machine Learning, 46 boundary 2, at 73, 85 (2019) (exploring the role that metrics play in ACO performance assessments and compensation under the Affordable Care Act).


97. See generally Mason Marks, Artificial Intelligence Based Suicide Prediction, Yale J. Health Pol’y L. & Ethics (forthcoming), https://ssrn.com/abstract=3324874 (on file with the Columbia Law Review) (discussing the contours and unforeseen consequences of programs initiated by companies such Facebook, Crisis Text Line, and Operation Zero that “collect [consumers’] digital traces and analyze them with AI to infer [consumers’] health information”).

down its simple program for automated detection of suicidality after public complaints.  

CONCLUSION

Futurists envision AI programs that effectively act of their own accord, without direction or control by their developers (or any other person). Such entities could be quite dangerous. However, advocates for such AI believe that law should effectively step out of the way of its development. How, the question goes, can the creators or owners of such general-purpose technology anticipate all the potential legal problems their AI might generate or encounter? No one wants to hold Microsoft responsible for ransom notes written with MSWord—it is a blank slate. Nor are parents responsible for the crimes of their children—they are independent entities.

Leading developers of AI, at present, benefit from both the “blank slate” and “independent entity” intuitions of nonresponsibility for their creations. But neither should immunize such firms, given a decade of research on algorithmic accountability. As Jack Balkin has observed, we all now know that algorithms can “(a) construct identity and reputation through (b) classification and risk assessment, creating the opportunity for (c) discrimination, normalization, and manipulation, without (d) adequate transparency, accountability, monitoring, or due process.” Moreover, we are well aware of their ability to malfunction, dating back at least to the Therac-25 debacle of the 1980s. These factors all counsel in favor of discouraging the development of any AI whose actions are not directly attributable to a person or persons that can be held responsible for them.


100. See, e.g., Lynn M. Lopucki, Algorithmic Entities, 95 Wash. U. L. Rev. 887, 951 (2018) (“[Algorithmic entities] constitute a threat to humanity because the only limits on their conduct are the limits the least restrictive human creator imposes.”).


103. Frank Pasquale, Toward a Fourth Law of Robotics: Preserving Attribution, Responsibility, and Explainability in an Algorithmic Society, 78 Ohio St. L.J. 1243, 1252–55 (2017) (arguing that very high levels of autonomy should be illegal if any harm is foreseeable, given the problems of attribution they can give rise to).
However appealing dreams of artificial general intelligence may be, the dominant version of AI now prevalent in commerce and government is only a few steps removed from algorithmic systems we are all now familiar with. For example, “AI hiring” based on voice parsing is not a substitute for a Director of Human Resources. Nor is it an all-purpose assessment of character. Rather, it is a method of translating data (a voice) into an output (an assessment of likely success at a job) based on computational analysis of how past employees with similar voices have fared at the job. True, the concept of “similarity” here may have far more dimensions than a simple linear relationship; contemporary machine learning is premised on advances in computational power that not only allow various, granular hypotheses to be tested, but also combine potentially relevant variables in myriad ways. However, the collection, analysis, and use of data is foundational to the process, and presents several opportunities for imposing duties on AI developers, given possibly inaccurate or inappropriate data.

Advocates for legal technology (including legalttech, regtech, and fintech) have promoted a “duty of technological competence” for lawyers. In many cases, an attorney cannot properly serve a client without knowing how to use certain databases or search engines. Nor can a lawyer competently advise a modern business on a topic like document retention without a clear sense of how computers store data. Rules of


professional responsibility, as well as tort doctrines of legal malpractice,\textsuperscript{107} enforce a duty of technological competence on many attorneys.\textsuperscript{108}

In numerous fields, there is a parallel duty for technology providers to have some basic understanding of the law as they serve their clients. A video hosting service in the United States, for example, needs to understand the fundamentals of copyright law.\textsuperscript{109} Firms developing electronic health record software unaware of the requirements of HIPAA\textsuperscript{110} (and many other laws governing health privacy) cannot serve their clients well. In these cases, and many others, the onus is not simply on the buyer of the technology to vet what it is buying or leasing. Rather, principles of secondary liability effectively impose what might be called a duty of legal competence—of a basic understanding of what law requires—on technologists.\textsuperscript{111} Some popular understandings of artificial intelligence pose a threat to the duty of legal competence by mystifying the bases of decisions. However, law and policy can require basic safeguards be taken in its development, can standardize public reporting on its effectiveness and safety, and can impose liability on the developers of unsafe, biased, or otherwise defective AI.

The promise of AI law and policy is to ensure that the owners and developers of algorithms are more accountable to the public.\textsuperscript{112} Without imposing legal duties on the developers of AI, there is little chance of ensuring accountable technological development in this field. By focusing on data, the fundamental input for AI, both judges and policymakers can channel the development of AI to respect, rather than evade, core legal values.


\textsuperscript{108} See Model Rules of Prof'l Conduct r. 1.1 cmt. 8; Katherine Medianik, Note, Artificially Intelligent Lawyers: Updating the Model Rules of Professional Conduct in Accordance with the New Technological Era, 39 Cardozo L. Rev. 1497, 1512, 1514–16 (2018); Davis & Puiszis, Update Part 1, supra note 106; Davis & Puiszis, Update Part 2, supra note 106.

\textsuperscript{109} For an example of such copyright law, see Digital Millennium Copyright Act of 1998, 17 U.S.C. §§ 1202–1332 (2012).


\textsuperscript{111} In the case of HIPAA, the secondary liability would be imposed on the vendor via a business associate agreement. See Pasquale & Adams Ragone, supra note 79, at 609–15.

\textsuperscript{112} See Robyn Caplan, Joan Donovan, Lauren Hanson, & Jeanna Mathews, Algorithmic Accountability: A Primer 10 (2018), https://datasociety.net/output/algorithmic-accountability-a-primer/ [https://perma.cc/UTW2-62M9] (“Algorithmic accountability ultimately refers to the assignment of responsibility for how an algorithm is created and its impact on society; if harm occurs, accountable systems include a mechanism for redress.”). Edward Rubin has defined accountability as “the ability of one actor to demand an explanation or justification of another actor for its actions, and to reward or punish the second actor on the basis of its performance or its explanation.” Edward Rubin, The Myth of Accountability and the Anti-Administrative Impulse, 103 Mich. L. Rev. 2073, 2073 (2005).