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Artificial Intelligence & Algorithmic Bias: The Issues With Technology Reflecting History & Humans

MAYA C. JACKSON

Abstract

The use of technology has expanded tremendously in recent decades. Included in this expansion is the use of algorithms across today’s internet. Although algorithms have become popular, their intended purpose is not always executed with accuracy. Algorithms have been shown to exclude people of color and women from a wide-range of activities including applying to jobs to simply using a soap dispenser. This happens when algorithms are inaccurately produced, either by an under or overrepresentation of particular data or by the personal bias of engineers that is reflected in the collection of data. This discriminatory practice is called algorithmic bias. This paper will discuss algorithmic bias, how the practice is injurious to many minority persons, and offer several solutions to improve the use of algorithms moving forward.

I. Introduction

In 2015, Google’s photo application algorithm was proven flawed after it mistakenly tagged a photo of two Black people as gorillas.1 The system’s algorithm lacked sufficient training with images of darker skin tones.2 Similarly, in 2017, an algorithm used to create a no-touch soap dispenser was poorly trained to recognize
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different shades of skin color. As a result, the dispenser only responded to white hands while failing to respond to black and brown hands. These stories, like many others, illustrate the workings of algorithmic bias, a term used to describe systematic and repeatable errors in a computer system that creates unfair and discriminatory practices against various legally protected characteristics like race and gender.

This paper explores how artificial intelligence technologies, such as machine learning and deep learning algorithms, are constructed in ways that create bias and discriminatory outcomes against individuals in various environments, including workplaces and healthcare systems. Specifically, this paper will explore algorithmic bias, analyze how it violates individuals’ rights under the Civil Rights Act of 1964 and suggest potential remedies. Section II will provide a descriptive background of algorithms. Section III will then explain algorithmic bias. Section IV will discuss the history of racial and gender discrimination and indicate how it led to algorithm bias today. Section V will describe how algorithmic bias, via human bias or overrepresented or underrepresented data collection, effects today’s society in the employment and healthcare realm. Section VI will explore the legal implications on algorithmic bias under the Civil Rights Act of 1964. Finally, Section VII will recommend other remedies to eliminate algorithmic bias.

II. Background: What is an Algorithm?

Behind every inadequate photo application or soap dispenser is an algorithm. Many of those algorithms are used to create a more advanced machine learning system that falls under the scope of artificial intelligence. The accuracy of these mechanisms are imperative as they are the foundation for many technological uses today. However, algorithms are not always successful.

4. Id.
A. Algorithms

An algorithm is a set of instructions or rules designed to perform a specific task, duty, or goal. These set of rules are typically designed in a step-by-step or sequential order. From an overgeneralized perspective, algorithms are similar to everyday activities that require specific steps to execute a task. For instance, cooking recipes are similar to algorithms because they list a set of sequential instructions that must be followed to ensure the desired meal is properly made. In the technological sense, an algorithm is the foundation that creates the set of rules allowing computers, smartphones, websites, and the like to function and make desired decisions.

There are five properties an algorithm must possess: (1) finiteness; (2) definiteness; (3) input; (4) output; and (5) effectiveness. For an algorithm to be finite, it must always end after a set number of steps. The definiteness property of an algorithm focuses on the clarity of the instructions. Specifically, the steps in an algorithm must be clearly defined, detailed, and unambiguous. This preciseness is necessary to successfully turn an input into an output. An input is the transformation of the step-by-step rules during the computation to produce an output. An output is the result of the input that produces the solution to the overall problem or task. Finally, the algorithm must be effective to be able to perform each step of the algorithm correctly. Effectiveness is necessary to ensure the steps can
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be completed in a finite amount of time.\textsuperscript{24} This is accomplished by requiring the algorithm to be basic enough to ensure correct and timely execution of all steps.\textsuperscript{25} Ultimately, to further advance the technological independence of a computer system and create a form of artificial intelligence, an algorithm must be used.\textsuperscript{26}

B. Artificial Intelligence

Artificial intelligence is the computer science of building machines capable of executing tasks that are typically performed by humans, thus requiring human-like knowledge.\textsuperscript{27} As stated by technology professor John McCarthy,\textsuperscript{28} the purpose of artificial intelligence is to “understand and model the thought processes of humans and to design machines that mimic this behavior.”\textsuperscript{29} It is designed to make thinking machines with the level of intelligence of an actual human being.\textsuperscript{30} To do this, large amounts of data must be combined with fast and iterative processing of intelligent algorithms.\textsuperscript{31} This process allows a machine learning system to automatically learn from patterns or features within the data.\textsuperscript{32} As a result, the data collection should then implement various skills into the machine such as reasoning and perception.\textsuperscript{33} Specifically, the human-like capabilities include, but are not limited to, learning new concepts and tasks, reasoning and drawing conclusions about the world, and comprehending natural language and visual scenes.\textsuperscript{34} Artificial intelligence is a broad concept that includes branches of algorithmic learning mechanisms, like machine learning and deep learning, that further serve its ultimate purpose.\textsuperscript{35}

\begin{itemize}
\item \textsuperscript{24} Id.
\item \textsuperscript{25} Id.
\item \textsuperscript{26} Introduction to Algorithm in Programming, supra note 7.
\item \textsuperscript{27} What is Artificial Intelligence, BUILT IN, https://builtin.com/artificial-intelligence (last visited Oct. 30, 2020).
\item \textsuperscript{28} Shubhendu S. Shukla & Vijay Jaiswal, Applicability of Artificial Intelligence in Different Fields of Life, INT’L J. OF SCI. ENGINEERING AND RES. 28, 29 (2013) (explaining that John McCarthy, a former professor Massachusetts Institute of Technology, coined the phrase “artificial intelligence”).
\item \textsuperscript{29} Id.
\item \textsuperscript{30} Darrell M. West, What is artificial intelligence?, BROOKINGS (Oct. 4, 2018), https://www.brookings.edu/research/what-is-artificial-intelligence/.
\item \textsuperscript{32} Id.
\item \textsuperscript{33} Jake Frankenfield, Artificial Intelligence (AI), INVESTOPEDIA, https://www.investopedia.com/terms/a/artificial-intelligence-ai.asp (last updated Mar. 8, 2021).
\item \textsuperscript{34} Shukla & Jaiswal, supra note 29, at 28.
\item \textsuperscript{35} Kavlakoglu, supra note 8.
\end{itemize}
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1. Machine Learning

Machine learning is a branch of artificial intelligence that focuses on the study of algorithms that allows a computer program to independently perform and improve over time.36 That is, machine learning analyzes a computer algorithm’s input and output data which allows it to predict outcomes, make decisions or perform specific tasks.37 The main difference between traditional algorithms and machine learning algorithms is the desired approach.38 While a traditional algorithm is finite because it is designed to teach a step-by-step-performance of a particular task from start to finish, a machine learning algorithm is programmed to teach a system how to perform a specific task by properly responding to the data given over a period of time.39 Thus, the system is not finite. Since the data can change over time, unlike a traditional algorithm, the performance changes as well.40 Therefore, machine learning algorithms are adaptive in nature.41

As new data is developed into the algorithm, the machine learning system continues to analyze and use the data to improve its performance and make better informed decisions.42 For example, a machine learning system can be taught to analyze and readily distinguish between types of animals.43 By showing a machine learning system photos of cats and dogs continuously, the system will eventually be able to identify which images are dogs and which images are cats.44 The improvement and independent performance of machine learning is supposed to resemble the functional ability of the human brain as it learns by experience.45 A common example of its human-like functions can be illustrated through the popular device, “Alexa.”46 The primary purpose of Alexa is to serve as a personal assistant,
Artificial Intelligence & Algorithmic Bias

but in a virtual sense. Alexa, and other similar products, can assist in finding information as well as perform various tasks including, but not limited to, setting alarms, streaming music, and managing lists. Machine learning plays an important role in the functioning of Alexa as it collects and refines data based on its continual human interactions, which allows later interactions to be tailored to the owner’s daily routines. For instance, Alexa’s “Hunches” feature creates a built-in intuition that allows the system to learn its owners daily home routine. Alexa Hunches observes its owner’s routine actions like turning off the light before going to bed, locking the door before leaving for work and setting an alarm every night. Once Alexa Hunches recognizes these routines as a pattern, the voice assistant will begin reminding its owner when she forgets to do them. Still, as machine learning algorithms are more advanced in performance than traditional algorithms, a machine learning algorithm is the middle-step to the more advanced deep learning algorithm.

2. Deep Learning

Deep learning is a subset of machine learning that aims to reflect the functions of the human brain. Deep learning is the more advanced form of algorithmic artificial intelligence, as its functionality relates closer to the overall goal of artificial intelligence: mimicking the human thought process. To create a system that mimics the human brain, deep learning algorithms are structured in a layered style called an artificial neural network. An artificial neural network is an “attempt to simulate the network of neurons that make up a human brain so that the computer can be able to

48. Alexa Features, AMAZON, https://www.amazon.com/ref=nav_logo (click the “All” dropdown tab at the top left of the home page; then click “Echo & Alexa;” then scroll down and click “Alexa Skills.”) (last visited Oct. 30, 2020)
49. Archana Oberoi, supra note 45.
51. Id.
52. Id.
53. Kavlakoglu, supra note 8.
56. Id.
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learn things and make decisions in a humanlike manner."57 They are created by programming computers to behave like “interconnected brain cells.”58 Because the artificial neural network is specifically designed to replicate the human brain, its capabilities are more advanced than machine learning.59 Rather than learning from the data in an algorithm to make improved informed decisions over time, deep learning structured algorithms are able to initially learn and make decisions on its own without the continual collection and analysis of new data.60 Hence, the major difference between machine learning and deep learning is that deep learning has the most humanlike capabilities because the algorithm allows the system to make decisions without having to learn from the data given over time.61 Although artificial intelligence and its machine learning systems are highly developed and widely utilized, its uses are not without error.62

III. The Issue: What is Algorithmic Bias?

Although artificial intelligence and machine learning are heavily founded on algorithms and allows a system to think and make decisions, human individuals still create the algorithmic foundation.63 Because humans have long held on to racial and gender biases, whether conscious or unconscious, these biases are often trickled into the algorithms.64 Once biases are within the algorithmic data, the artificial intelligence will reflect these biases in their decision-making processes and task performances.65 This ill practice has been defined as algorithmic bias.66

IV. How Did We Get Here?

Algorithmic bias based on race and gender can occur in several ways.67 However the occurrence, its root is in a historical context. Biases based on both race and
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gender have long played a role in how our society functions and reacts. For Black people and women of all races, exclusionary practices based on racial and gender biases date back to some of the earliest days in American history.

A. Historical Racial Context

In a racial context, the discriminatory effect algorithms have placed on Black people reflect discriminatory practices and biases that have existed in the United States well before the first technological advancement.

1. United States Constitution

Dating back to the 1790s, the United States Constitution indirectly legitimized Black people as the inferior race. Article I, Section 2, Clause 3 of the Constitution required apportionment of seats in the House of Representatives on the basis of “whole [n]umber of free [p]ersons” in each state, minus the number of Indians not taxed, plus “three fifths of all other [p]ersons.” Article I, Section 9, Clause 1 prohibited Congress from outlawing the “[i]mportation of such [p]ersons as any of the [s]tates now existing shall think proper to admit” until 1808. Finally, Article IV, Section 2, Clause 3 required individuals to “deliver[ ] up” any “[p]erson held to [s]ervice or [l]abour in one [s]tate” who escaped into their territory. These clauses heightened the social and legal accessibility of the enslavement of Black people while also spreading the notion that Black people were inferior to their White counterparts. Although slavery was legally prohibited in 1865 by the 13th Amendment, Black codes and Jim Crow laws were soon implemented in response to keep Black people lower in the social ranks.

2. Jim Crow & Black Codes

In response to the prohibition of slavery, many states created Black codes as an alternative to prevent the progression of Black people. Specifically, Black codes placed limits on many aspects of their lives such as employment and property.

70. U.S. CONST. art. I, § 9, cl 1.
71. U.S. CONST. art. IV, § 2, cl 3.
72. Azerrad, supra note 68.
74. Id.
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rights. For example, Black people that were able to obtain employment were often forced to sign yearly contracts. Failure to do so could result in one of several harsh penalties including, but not limited to, arrest, the payment of a fine, or forced unpaid labor.

Similarly, Jim Crow laws were state and local laws that continued to enforce racial segregation. In response to the prohibition of slavery and the advancement of Black people during the Reconstruction Era, white southern state legislatures created laws to prevent Black people from obtaining various rights including the right to vote, gain employment, and receive an education. Like Black codes, any defiance could result in arrests, fines, and even violence or death.

3. Present Day

Although discriminatory practices are not occurring as openly as in the past, they have not been completely abrogated. There are many ways racial biases are still being practiced and enforced in American society, whether consciously or unconsciously. Within recent decades, studies have proven that Black adults are often racially profiled and overpoliced, especially in comparison to their non-black counterparts. Similarly, Black children have been proven to be overpoliced in schools, causing young children to be arrested and funneled into the juvenile justice system at a disproportionate rate in comparison to their non-black counterparts.

Basic characteristics of Black people are still negatively viewed causing discriminatory practices to persist in a variety of settings. For example, only a few states, including Maryland, currently have laws prohibiting against hair discrimination in the workplace. However, many Black men and women are still being excluded from job opportunities for wearing hair representative of black

75. Id.
77. Id.
79. See Reconstruction, HISTORY, https://www.history.com/topics/american-civil-war/reconstruction (last visited Oct. 30, 2020) (“Reconstruction (1865-1877), the turbulent era following the Civil War, was the effort to reintegrate Southern states from the Confederacy and 4 million newly-freed slaves into the United States.”).
80. Id.
81. Id.
82. See ALISON BEINKE, RACIAL PROFILING: EVERYDAY INEQUALITY 77 (2017) (“Studies by government agencies, civil rights organizations, and independent researchers show that in the United States, law enforcement profiling contributes to statistically higher numbers of police stops and arrests of people of color . . . .”).
83. Id. at 78.
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culture, such as braids and dreadlocks. All of these discriminatory practices relate back to America’s first view of Black people as the lesser being. These views have carried throughout decades and are now being funneled into algorithms and artificial intelligence software that are expected to respond and make decisions better than humans, but are often enforcing the same discriminatory practices and biases.

**B. Historical Gender Context**

1. The Inability to See Women Outside the Kitchen

   Dating back to the early American centuries, family and gender structures reflected European models. The models held the idea that men took care of the family financially while women took care of the family inside the home. Specifically, a woman’s capabilities were often limited to caregiving tasks such as baking, sewing, and raising the children. Viewed as inferior to men, women were essentially left outside the job market. Even women who were able to enter the workforce were faced with limited employment options. Many women were seamstresses or the like. In the early 19th century, women were excluded from most professions, except writing and teaching. This is heavily due to the long-lasting view that women were unable to perform jobs that required muscular or intellectual capacities.

2. Present Day

   Women have entered in nearly all work spaces and environments that were previously dominated by men. However, their mere presence has not resulted in just work environments. For instance, there is still a disproportionately low
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representation of women in higher-up positions. Women are still paid less than their male counterparts, often for no other reason other than their gender. Thus, the concept of women as the inferior is still present in the minds of many individuals, including those creating algorithms which causes gender biases to exist in artificial intelligence software.

V. Where are We Today?

A. How Algorithmic Bias Functions

Two commonly recognized ways algorithmic biases occur are by human bias or via overrepresented or underrepresented data collection. Human algorithm bias focuses on the individuals gathering and training the data to create an algorithm to later be used for machine learning. This form of bias takes on the notion that data scientists or engineers that are collecting and training the data have their own personal biases, whether conscious or unconscious. These internal biases end up being reflected in the data collection and training process. Algorithm bias that stems from overrepresented or underrepresented data collection leads to the same problem, but occurs in a different manner. This form of algorithmic bias is not based on the internal bias of an individual, but the quantity and quality of the data collected for the algorithm. If the data collected fails to sufficiently represent a particular race or gender, the final system will inevitably disregard or mistreat a particular race or gender in its performance. Because algorithmic technology is rapidly increasing, the negative effect of algorithmic bias is reaching many environments we interact in daily.

96. Darina Lynkova, Shocking Male vs. Female CEO Statistics 2020, LEFRONIC (Mar. 6, 2020), https://leftronic.com/ceo-statistics/#:--text=Fortune%20500%20CEO%20statistics%20prove%20new%20record%20for%20women%20CEOs (stating that only 33 women have been appointed as CEOs of Fortune 500 companies).
100. Id.
101. Id.
102. Id.

See Tom Hale, This Viral Video of a Racist Soap Dispenser Reveals a Much, Much Bigger Problem, IFLSCI. (Aug. 18, 2017, 1:49 PM), https://www.iflscience.com/technology/this-racist-soap-dispenser-reveals-why-diversity-in-tech-is-much-needed/ (describing how a soap dispenser did not respond to Black hands because the data collected for the algorithm failed to include a sufficient variety of skin tones).
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B. Algorithmic Bias in Employment

Algorithmic bias has shown to have harmful effects in the employment industry in both job advertising and job screening. From a job advertising perspective, many employers are now using algorithmic platforms in the hopes of seeking the most “relevant” job candidates. The algorithmic platforms include a two-step process for deciding who will see a particular ad. The steps include the ad creation phase and the ad delivery phase. The ad creation phase includes a targeting service that allows advertisers to specify what type of individuals will be eligible to view the ad. Advertisers are able to tailor their audience to focus on or exclude legally protected classes like race and gender. During the ad delivery phase, algorithmic platforms, not the advertiser, use the pool of eligible ad viewers developed in the targeting process to decide who will actually see the ad. To make this decision, the algorithmic platform collects data to determine who is most likely to engage with the ad, including data relating to prior ad performance and interactions. However, this can result in the ad being primarily viewed by a subgroup of the advertiser’s selected audience. That is, instead of targeting the most relevant job candidates as the advertiser planned, the algorithmic platform targets individuals who are likely to click the ad based on long-held gender and racial stereotypes about past employers in a particular industry. For example, a recent study targeted Facebook employer ads for various jobs, including the lumber industry and cashier positions. The ads were created with the same broad and diverse target audiences, but the results showed that the lumber industry ads had an audience that was 90% male while the cashier position had an audience that was 85% female. The identical targeting, yet different audiences reached, reveal that the algorithm platform was not predicting the most successful candidates, but mirroring previous employment data as the lumber

107. Id.
108. Id.
111. Id. at 1–2.
112. Bogen, supra note 105.
114. Id.
industry is historically over 80% male and cashiers are historically over 70% women.

Similar issues occur in employment screening. During this process, employers are often seeking to determine which applications are stronger than others. An algorithmic machine learning system can assist by assessing, scoring, and ranking applications based on preferred qualifications and skillsets. The data used to create these algorithms often result in discriminatory results because the algorithm is based on previous hiring decisions and evaluations of top performers. For instance, in 2014, Amazon designed a machine-learning specialist to recruit prospective employees. The system created a scoring scheme for potential candidates based on patterns found in previously submitted resumes collected over a 10-year period. However, since the tech industry is historically male dominant, the machine-learning specialist ultimately erred when the system penalized resumes including the word “women’s.” Thus, past hiring decisions may exclude racial and gender minorities causing the data collected to be underrepresentative of these groups. In turn, the insufficient data will continue to screen out the same historically underrepresented groups in the hiring process.

C. Algorithmic Bias in Healthcare

Algorithmic bias also has tremendous discriminatory effects regarding access to healthcare. Commercial algorithms are now being implemented into the American healthcare system. Part of the algorithm’s job is to determine which patients are in the most need and should be placed in special treatment programs. Although the

117. Yang, supra note 104.
118. Id.
119. Id.
120. Id.
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123. Id.
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system was intended to be race neutral, it resulted in racially discriminatory performances that excluded many African-Americans facing severe medical conditions. Rather than race, the collected data for the algorithm focused on patients’ healthcare costs. Specifically, the algorithm assigned risk scores to patients based on their healthcare costs within a one-year period. This data collection represents a human algorithmic bias. That is, the individuals who collected the data created the algorithm based on the false assumption that every American can afford access to healthcare and thus reviewing yearly healthcare cost would actually be reflective of patients’ medical needs. However, in reality, because many minorities are medically uninsured, their yearly costs are often less than what would be spent if they could afford the necessary care. For instance, prior to the Affordable Care Act’s (ACA), 40.5% percent of Hispanics and 25.8% of Black people were uninsured, compared to the 14.8% of White people. This lack of healthcare insurance was reflected in the commercial algorithm as it only flagged 17.7% of Black people as in need of extra medical care, even though evidence showed that the number would have been approximately 46.5% had the algorithm been based on factors other than annual medical spending.

The healthcare system has also tried using an artificial intelligence system to help alleviate missed and overbooked appointments. The system was designed to predict which patients were most likely to no-show their appointments. Like the previously described example, this system was flawed due to the choices made by the individuals collecting the data. First, the data collected personal information such as ethnicity, financial class, and body mass index to determine who was likely to no-show. By doing this, the system would likely result in excluding already marginalized groups, such as Black people from low-income communities.

128. Id.
130. Id.
131. Id.
132. Christen Linke Young, There are clear, race-based inequalities in health insurance and health outcomes, BROOKINGS (Feb. 19, 2020), https://www.brookings.edu/blog/usc-brookings-schaeffer-on-health-policy/2020/02/19/there-are-clear-race-based-inequalities-in-health-insurance-and-health-outcomes/.
134. Ledford, supra note 129.
136. Id.
137. Id.
138. Id.
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Although the system was recreated, potential bias still occurred. Absent personal information, the system focused on prior patterns of healthcare use. Again, this data will make predictions that will disproportionately effect minorities as they typically have less access to healthcare.

VI. Legal Implications: Violations of the Civil Rights Act of 1964

In response to the civil rights movement, the Civil Rights Act of 1964 ("CRA") was passed. As it still stands today, the CRA prohibits discrimination on the basis of race, color, religion, sex, or national origin. These prohibitions further apply to employers under Title VII on the CRA. In addition, Title VI of the CRA makes clear that "any program or activity that receives Federal funds or other Federal financial assistance" is also prohibited from discriminating on the basis of race, color, or national origin.

Under Title VII, the CRA specifically states that, "it shall be unlawful employment practices for an employer . . . to fail or refuse to hire . . . because of such individual’s race, color, religion, sex, or national origin . . . ." Although not a deliberate refusal, it could be argued that individuals that create machine learning or deep learning algorithms that exclude racial or gender minorities are committing discriminatory practices under Title VII.

In order to make a claim for employment discrimination, a plaintiff must prove the four following elements:

1. The [potential] employee is a member of a protected class;
2. The discriminator knew of the [potential] employee’s protected class;
3. Acts of harm occurred; and
4. Others who were similarly situated were either

139. Id.
140. Id.
141. Murray et al., supra note 135.
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treated more favorably or not subjected to the same or similar adverse treatment.\textsuperscript{147}

Focusing on the algorithmic bias in employment screening, the first element is met because Black people and women are typically screened out of the hiring process and race and gender are both protected classes.\textsuperscript{148} Although the second element may be more challenging to prove, it could be satisfied when highlighting algorithms that take race into account. It could then be argued that both the creator and employer knew of the race or gender when the algorithmic system continually excluded those protected classes based on its predicative performance. Third, the harm occurred would be the denial of employment if it can be shown that the system penalizes or screens out factors associated with the particular race or gender. For example, the Amazon recruiter algorithm previously discussed was shown to penalize applications that included the word “women’s” demonstrates a harm based on the account of gender.\textsuperscript{149} Finally, the fourth element can be proven based on evidence that shows screening algorithms are based on previous racial and gender inequities which in turn causes others, such as White males, to be treated more favorably because the data collected and trained demonstrates a strong preference for that particular race and gender.\textsuperscript{150}

Focusing on discrimination in healthcare, state funded hospitals using artificial intelligence that results in algorithmic bias may fall under Title VI as a federally funded “program or activity.”\textsuperscript{151} This language includes indirect sources of hospital funding such as Medicare and Medicaid payments.\textsuperscript{152} Under the disparate impact discrimination theory, the violation focuses on discriminatory practices that have an adverse or disproportionate effect on individuals of a protected class.\textsuperscript{153} Further, an entity is “prohibited from utilizing criteria or methods of administration that have the effect, even if unintentional, of subjecting individuals to discrimination because of"
MAYA C. JACKSON

their race, color, or national origin, or have the effect of defeating or substantially impairing accomplishment of the program’s objectives.\textsuperscript{154}

To prove a disparate impact, a plaintiff must initially show that a facially neutral practice has a racially disproportionate effect.\textsuperscript{155} In the aspect of algorithmic bias in access to healthcare, it can be argued that the algorithm was designed with the intent to be racially neutral, as stated by its very creators.\textsuperscript{156} However, as stated above, there is evidence of racially disproportionate effects as the algorithm proved to exclude Black people who were actually in more need of extra medical attention than many of the non-black counterparts who were chosen to receive special healthcare treatment.\textsuperscript{157} The burden would then shift to the recipient to prove a substantial legitimate justification for the practice.\textsuperscript{158} However, a plaintiff may prevail by proffering an equally effective alternative practice that results in a lesser racially disproportionate effect.\textsuperscript{159} Thus, a plaintiff could argue that a previous non-algorithmic practice or an algorithmic method that is unbiased would be a more effective alternative with a less racially disproportionate effect. Previous litigation indicates that courts have found disparate impact violations under Title VI in cases where recipients have practices that result in the fewer services or benefits to members of a protected class.\textsuperscript{160} Here, it is evident that Black healthcare patients were largely excluded from special treatment programs they were actually in need of, especially in comparison to some of the non-black patients that were actually treated.\textsuperscript{161}

\textbf{VII. What’s Next?: Potential Remedies Outside Litigation}

Although litigation is a potential option to address algorithmic bias, it is not the only option to consider. One consideration is enhancing diversity in the technology industry. As recent years demonstrate, the technology industry lacks sufficient numbers of women and people of color. For instance, a 2019 study showed that only 2.5\% of Google employees were Black, while Facebook and Microsoft are each only

\textsuperscript{154} Id. See also 28 C.F.R. § 42.104(b)(2) (2003).
\textsuperscript{155} Applying Title VI of the Civil Rights Act of 1964, supra note 153.
\textsuperscript{156} Simonite, supra note 128 (explaining how even race-neutral formulas can still have discriminatory effects when they lean on data that reflects inequalities in society).
\textsuperscript{157} Supra notes 128, 134.
\textsuperscript{158} Applying Title VI of the Civil Rights Act of 1964, supra note 153
\textsuperscript{159} Id.
\textsuperscript{160} See Meek v. Martinez, 724 F. Supp. 888 (S.D. Fl. 1987) (holding that the utilization of a funding formula for distributing federal aid resulted in a substantially adverse disparate impact on minorities and the elderly and thus violated the Civil Rights Act). See also Larry P. By Lucille P. v. Riles, 793 F.2d 969 (9th Cir. 1984) (holding that the use of a non-validated IQ test that resulted in a disproportionate number of African-American school children being placed in special education classes qualified as a disparate impact under Title VI).
\textsuperscript{161} Simonite, supra note 128.
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at 4%. Another study found that 80% of artificial intelligence professors in 2018 were men. Since human bias in algorithms is rooted in internal biases of the individual creating the algorithm, it may be better moderated and eliminated if more diverse individuals participated in the collection and training of data. Thus, a more diverse representative set of individuals could result in the elimination of human bias.

Further, much of algorithmic bias is hard to fully understand because their processes and methods are not easily visible. Not only does this leave many without knowledge of why or how they were discriminated against, but it also leaves no room for public accountability. Thus, transparency will better allow for remedial processes to occur when bias algorithms are detected. Similar to public accountability, internal accountability must be prioritized as well. If companies began doing internal audits periodically, it can better monitor, locate and adjust algorithms that indicate discriminatory performances. Ultimately, more involvement from diverse parties in the data collection and training process and the continual monitoring of algorithms are crucial to decrease or eliminate algorithmic bias.

VIII. Conclusion

Technological advances are always known for their contributions to social growth, but it is just as important to be mindful that they are not always perfect or functioning as desired. Although artificial intelligence systems have expanded and improved over the years, the technology may only be as well as the people or data that create it. Thus, it is imperative to properly collect, train, and oversee the data periodically to prevent algorithmic bias.
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